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COMPUTER SYSTEM ARCHITECTURE
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Time allowed : 1/> Hour] [Maximum Marks : 30
e ) mﬂmaﬁraﬁiwmml WW?‘I

Note : All Questions are compulsory and each question is of 1 mark.

(ii) Wwﬁ#wﬁ##ﬁwﬁr#mmﬁwh |
Only English version is valid in case of difference in both the languages

1. o e &
(a) SISD
(b) SIMD
() MIMD
(d MISD:

2. _W@f@nq’l@ﬁa’mﬁw%ﬁat
(@ ¥
b) FhmERTd

(© W
(@) SR AR H

3, . T T i e ¥
(a) Ww R
) whfeee g
() e i
@ wEIwET

W

Von Neumann architecture is
(@ SISD

(®) SIMD

(©)

()] MiSD

In register addressing mode. operands
are looked at ,

(a) Incache

(b) Insecondary storage |
(c) InCPU
(d) In primary memory

. The e,xamplé of implied addressing is

(a) Stack addressing
(b) Immediate addressing
(¢) Indirect addressing
(d) None of these
P.T.o.
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4.

m%ﬁmmmﬁaﬁﬁi
(8) AND#RORgate
®) NANDa*IrNORgate

(c) NOT gate
d) Q@ HE

quuqﬁzmﬁamt

() g, v Rt

(b) it st fpany
(c) AND, OR 3\ Tor fipant

@ wh mﬁrwhq 3R i et

@@U%mléﬁzmmt [
maﬁmﬁs@u@wmmt

(@ 16 k 9918 s
(b) 32 k Bn s
(©) 64 k AArd widve
(d) 256 k 9 A

CPUST®mY

(@ ALU, CU 3t e
(b) ALU3RCU

(©) ALU, CU sikwr fewr
(d) ALU, CU sitsifey

e A0 P e Ry e

' (8) CPUSRRAM

(b) RAM JRROM
(€) CPU ke fewr
d) widet=t

1ﬁzmdrmﬁmaﬁsemt
(a) ¥EIEY '

(b) OR gate

(c) Trm-veig

@) femier

@

. 2029

. Normally digital computers are based

on
(@) AND and OR gate

(b) NAND and NOR gate
(0 NOT gate

(d) None of these

ALU unit 6f a computer performs

(a) addmon, subtraction operations

() all ‘types of - arithmetic
operations. *

() AND, OR and multiplication
operations.

(d) all arithmetic
operations.

A CPU has 16 bu program counter.

This means that the CPU can address

(@ 16 k memory locations .

(®) 32k memory locations

and Jogical

(c) 64k memory locations

(d 256 k memory locations

CPU consists of

() ALU, CUand registers
(b) ALUand CU

(© - ALU, CU and Hard Disk
(d ALU, CU and Monitor

Cache memory resides in between
(@ CPU and RAM

(b) RAM and ROM

() CPU and Hard Disk

(d) None of these

. ' The circuit used to store one bit of

data is known as
(a) Encoder
(b) OR gate
(c) Flip-Flop
(d Decoder
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10.

N

12.

13.

14.

e § v W fed am: PR
o § ,

(@) 9sFERRE

b 105w

(©) I'sTTm=zg .

@) 2's TEiny

(@ I

() wpiEem
(c) AEmET

@ e

wheR T SEh T R AR FA A AT

o sivee T weenn ¥
(@) W&wE ,
(b) ZH-TUIVE T
() TRETE
@ TR TH

ADD AX, [ST] 7% wgwem ¥ R
Ruaed

() wETE

(b)) TEEEE

) WW

@ wHIREE

31 SR = Perewe e e ¥
(a) R e REE W
® 90-10FA W

() TE&W

@ wHwE

)

10.

| 2029
In-‘computer, subtraction is generally
carried out by
(a) 9's compliments
() 10’s compliments

" (¢) 1’scompliments -

11.

12.

13.

14.

@ 2s conipliments

Floating point repres_entaﬁon is used
to.store

(8) Boolean values
(b) Whole numbers
(c) Real values

(d) Integers

The average time required to reach a
particular storage location in memory
and obtain its contents is called the

(a) seektime |

(b) tarnaround time
(c) access time

(d) transfer time

The address mode used in an |
instruction of the form ADD AX, [SI] -
is

(@) Absolute
(b) Indirect
() Index

(d) None of these

The idea of cache memory is based
(@ on locaiity of reference

(b) on90-10 rule

(c) oncluster

(@) Allof the above

P.T.O.
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18.

16.

17.

18.

19.

i A 1O fore  wm S kg

(a) LDA R
(b) SUB
(c) ADD
(d Cw™mP

i A B e femew i Y
(a) wEw

(b) waE

(c) wmEYT.

(d) =l

T & B e Reamm 9
@ W
® v
¢y CD
@ frx

A aren e 1 T weer &
(@ FERIRT

(b) e A

€ TR

(d) WreT

@) sEwmE
b) fegm

(©) zﬁamm
d o T

@

1S.

16.

17.

18.-

19.

2029

In ‘a memory mapped 1/O system,
which of the following will not be
there ? - : ,

(a) LDA

“(® SUB

(c) ADD
(d CMpP

Which of the following is not an
input device ? '
(a) .Mouse
(b) Keyboard
() Light Pen
(d Monitor -

Which of the following is an input
device ?
(a) Scanner

(b) Speaker

" @© CD°
@ Printer

A group of bits that tell the computer
to .perform a specific operationi is -
known as -

(a) Insu-uction code

. (b) Micro operation

(¢) Accumulator
(d) Register

"The tlme interval between adjacent
bits is called ‘ ’ :

(&) Word-time

~ (b) Bit-time

(¢) Turnaround time

- (d) Slice time
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21.

22,

23.

cswme
K fire R sectfam weer &
| (@) 3kIPrex ‘

(b) 2k Prex
() k2T
(d k3fmy

MIMD #getren®

(a) T T et T
() T T A v
© W v e T
(d) WPt TRt AR e

e S aeeye Wy & A AR e

¥ e B Hea

(@) gV wipe

(b) vt wfee

(c) Feomegr wfez

(d Wrex |

TR T F W F wwie wed
e W e & o

@ ¥R

b) TRERT

(©) %ﬂﬁ?ﬂ‘ '

@ wEHER
T A7 EE AT NOR e, e vy

@ WEEsEd
®) weEgEtmEg

© VeEEferad

(@ v FgzI=R

E

®

- 20,

21.

22,

23,

K bit field specify any one of
(@) 3k register
(b) 2k register

(€)' K2 register

(d) k3 register

" MIMD stands for

data, f

(b) Multiple instruction memory
data. -

(¢ Memory instruction multiple

~ data. S

(d) Multiple information memory
data. :

(@ Multiple instruction . multiple

Logic gates with a set of input and
outputs is arrangement of ‘

(@) computational circuit
(®) logic circuit

(c) design circuit

(d) register

The circuit convertiﬁg binary data
into decimal is :

(a) Encoder

(b) Multiplexer

(¢} Decoder

(d Code converter

A three input NOR gate gives logic
high output only when - -

(@ one input is high
(b) one input is low
(c) two inputs are low
(d) allinputs are high
| - P.T.O.
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25.

26.

27.

28.

29.

30.

e AR Ay
(a) TR R
) T b

(©) T femigT
d) T AR

hedrees” T SN R e ¥

(a) SRIER-Rroet wfre

() AR SR

(c) TTEUEETT

(@ 7l Q o et

Horer R st gk ¥
(@) FERAEHH

) T

© @b

(@ wTHINET

%mﬁhmmﬁmwmmw'

©

25.

26.

@

28.

©)

()

Pipelining process is

(a) instruction execution
(b) instruction prefetch

(c) instruction decoding

(d) instruction manipulation

_“Delayed load” is used for

(a)
(®)
©

processor-printer communication
memory-monitor communication
pipelining
None of these

Parallel processing may occur
(@ ' in the instruction stream
(b) in the data stream
in the (a) and (b)
(d) None of these
The cost of parallel processing is
determined by :
 time complexity

switching complexity

circuit complexity

None of these

®)
©)
@

Characteristic of RISCis

(a) three instructions per cycle
(b) two instructions per cycle
(c) one instruction per éyc_le
(@ None of these

Characteristic of CISC is

(a) Fixed format instruction

() Variable format instruction

(c) Hardware executed instruction
(d) None of these
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Com@E @) srerw e iy & o 5 @ Rl aler d s i |

Note ; Question No. 1 is compulsory, answer any five questions from the remammg

(ii) mm%wwwmwmmw/

Solve all parts of a question consecutively together.

(ifi) Ao v 3 7} g @ ey # )

Start each question on a fresh page.

(iv) eh}war}#amsﬁ#ﬁwﬁr#aﬁmﬁma‘/
Only English version is valid in case of difference in both the languages.

1. W*WW:

‘Write the answer of following :
(). MBR U5 MAR fret s i 9
- What is MBR and MAR register ? ,
(i) o o T ST Wk T |
- Explain full duplex communication with example.
(i) vt Fit o &
' What is virtual memory ? .
- (@v) Pt ot i et sttt 3 v e St |
| Enlist any five logic micro operations.
(v) e T e & 2 | | |
What is pipelining ? ' o - (2x5)

a P.T.O.
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2.

)

(ii)

(@)

(ii)

®

(i)

@
(ii)
@

(i)

L@

(i)

@

(i)

%Wmﬁ?w&m‘mwm aﬁﬁaaaﬁﬁw | A

’asuq‘ﬁ'-zasra;lzithm#l :

Draw the ‘Von Neumann Architecture’ of computzr showmg its essentlal

components. Give function of each component.

T TRt STRTFY B TR |

Explain shift micro operations. | (6+6)
mmﬁﬁmwﬁm@ | |

Explain instruction cycle of computer organization.

Pt e e W T |

Explain various addressing schemes. _ (6+6)

mmﬁmw@mﬁmmﬁm |
Explain any addition and subtraction algorithm used in Arithmetic Processor.
fafir T dhéE ST T |

‘Explain different floating point operations. . ‘- - (6+6)

R ST ¥ T |

What is stack organization ? Explain.

AR SRS W T | |
Explain Multiprocessor organization. ~ (6+6)
3 AR = welt & 2 ) e |

What is Cache memory ? Explain it.

Amwﬁwm%ml

Explain processor bus organization. . - (6+6)

'mmﬁmﬁmmﬁmm \

Explain the working of parallel processor with suitable example.
Ryt e Pl ol ) e |
Explain various computer instruction formats. ) (6+6)

. et e it Bt e
~ Write short notes on followmg

et ) it
Generations of Computer
LR RS

DMA

(iii) TATE SITERLOT

Flynn’s classification ‘ | (4+4+4)



